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This presentation contains research and resources about AI 
and DevSecOps workflows, and focuses on practical 
use-cases and learning pathways, not on specific products. 

It is important to note that the information presented is for 
informational purposes only. 

If you are interested in learning how GitLab integrates 
Agentic AI into the DevSecOps platform, refer to the 
following resources:

1. https://about.gitlab.com/direction/#enable-aiml-efficie
ncies-across-devsecops 

2. https://about.gitlab.com/gitlab-duo/ 

Letʼs get started! 

https://about.gitlab.com/direction/#enable-aiml-efficiencies-across-devsecops
https://about.gitlab.com/direction/#enable-aiml-efficiencies-across-devsecops
https://about.gitlab.com/gitlab-duo/
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Letʼs dive into my learning story:

LLMs
AI Context RAG
AI Agents
Development of Standards MCP
Learning AI 101
Practical use cases
Wishlist: Intelligent AI Context & Agentic AI 
Learning AI 201

Image generated with https://gitlab.com/gitlab-da/projects/go-excusegen which 
itself is based on the XKCD comic at https://xkcd.com/303/ 

Learning AI … can be challenging

https://gitlab.com/gitlab-da/projects/go-excusegen
https://xkcd.com/303/
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LLMs

Large Language Models
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Tokens, temperature, models, generators 
… EOF Too much information! 

Seeing is believing

→ Use an existing cloud provided model?
→ Run LLMs locally?
→ Ask a question about 
history/technology/etc.

Large Language Model

http://www.youtube.com/watch?v=5sLYAQS9sWQ
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Models examples
SaaS only models, proprietary/commercial 
→ GPT4 series – OpenAI
→ Claude 4 series - Anthropic
→ Gemini 2.5  Google

Open Source models 
→ LLama 3.x – Meta
→ Mistral - Mistral AI
→ DeepSeek V3, Coder - DeepSeek
→ Gemma 2  Google
→ Qwen 2.5  Alibaba 

Model abstraction vendors
→ Google Vertex AI, AWS Bedrock, Azure 
Model Foundry, 
Fireworks Qwen, etc.

Run locally with Ollama
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Explore: Ollama on my desktop
Pro
→ Open Source 
→ Easy to install and run (macOS, 
Linux, Windows)
→ Model registry/pull

Contra
→ Not every developer has a 
powerful GPU/AI enabled desktop 
Apple M1+ or gaming PC, 
Windows/Linux + NVIDIA GTX )
→ IT security policy restrictions

Image credit: ollama.com 

http://ollama.com
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Model requirements
LLMs are huge. 

“Quantization is a technique that reduces the size 
of Large Language Models LLMs by representing 
their weights (the learned parameters) with fewer 
bits. Think of it like compressing a high-resolution 
photo - you lose some detail but get a much smaller 
file that's easier to work with.ˮ

→ My Macbook M1, 32GB: 3bits 
ollama 3.2 works fine.

time ollama run llama32:latest "I 
need to create a shop application in 
Python. Show best practices and how 
to get started code examples."

https://gitlab.com/dnsmichi/dotfiles
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Embedded (homelab Raspberry Pi)
Raspberry Pi 5, 8GB and NVMe SSD 

→ Homelab hardware for research
→ First steps learning in 2024 GPU 
bottleneck (blog: dnsmichi.at) 
→ 2025 Smaller LLMs & faster Ollama

Photo by Michael Friedrich, homelab rack upgrade, April 2025

https://gitlab.com/gitlab-da/use-cases/embedded/embedded-devsecops/environments/dnsmichi-embedded-devsecops-environment/-/blob/main/docs/raspberry_pi_and_pico.md?ref_type=heads
https://dnsmichi.at/2024/05/05/raspberry-pi-5-52pi-nvme-hat-samsung-evo-ssd-hat-faster-for-ollama-llms/
https://unsplash.com/@coffeebluv?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
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Embedded (homelab Pi)
Run small generative models 
(tinyllama, phi, llava) on Raspberry Pi 
with Ollama

curl https://ollama.ai/install.sh | 
sh

ollama pull tinyllama

time ollama run tinyllama "I need to 
create a shop application in Python. 
Show best practices and how to get 
started code examples."

Real: 52.299s 
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Embedded (homelab Pi)
Idea: Pi cluster for distributed llama?

“Connect home devices into a 
powerful cluster to accelerate LLM 
inference. More devices means faster 
inference.ˮ

→ Expensive setup.
→ Reuse my GitLab Runner cluster. 
→ Will test later in 2025 and write 
about it.

Photo by Michael Friedrich, homelab rack upgrade, April 2025

https://github.com/b4rtaz/distributed-llama
https://unsplash.com/@coffeebluv?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
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Embedded - AI dev kits
NVIDIA Jetson Orin Nano Super 
Developer Kit ⚡ 
→ Faster version in Dec 2024.
→ Dev Kit: Firmware requires boot from 
SD card unless you have an Ubuntu 22 
device for flashing.
→ Ollama LLM needs NVMe SSD mount 
with Docker (jetson containers). 

Photo by Michael Friedrich, homelab rack upgrade, April 2025

https://developer.nvidia.com/embedded/learn/get-started-jetson-orin-nano-devkit
https://www.jetson-ai-lab.com/tips_ssd-docker.html
https://www.jetson-ai-lab.com/tips_ssd-docker.html
https://unsplash.com/@coffeebluv?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
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Embedded - AI dev kit
Run generative models with Ollama 
on NVIDIA Jetson Orin Nano

jetson-containers run --name ollama 
$(autotag ollama) 

ollama pull tinyllama

time ollama run tinyllama "I need to 
create a shop application in Python. 
Show best practices and how to get 
started code examples."

Real: 12.647s

https://www.jetson-ai-lab.com/tutorial_ollama.html
https://www.jetson-ai-lab.com/tutorial_ollama.html
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Pi 5 vs NVIDIA Jetson
time ollama run 
tinyllama "I need to 
create a shop 
application in Python. 
Generate code."

Pi Real: 3m17.488s
Jetson Real: 16.676s

→ Jetson looks promising for 
homelab experiments and 
learning AI and different 
models.
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Use case step 1
LangChain framework – Ollama library
→ Initialize the model
→ Send a query
→ Retrieve the prompt

“I'm attending the Open Source @ Siemens 
event this year. Which talks can you 
recommend about community onboarding?”

The LLM does not have real-time 
access to our event schedule.

How can we fix that?

Demo Step 1 
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-
rag-tool-agents-mcp-first-learning-steps/-/blob/main/step1_basic_q
uery.py?ref_type=heads 

https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step1_basic_query.py?ref_type=heads
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step1_basic_query.py?ref_type=heads
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step1_basic_query.py?ref_type=heads
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AI Context

RAG, Tools
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Retrieval Augmented Generation RAG 
“There are many challenges when 
working with LLMs such as domain 
knowledge gaps, factuality issues, 
and hallucination. Retrieval 
Augmented Generation RAG 
provides a solution to mitigate 
some of these issues by 
augmenting LLMs with external 
knowledge such as databases.ˮ  – 
promptingguide.ai

Image credit: promptingguide.ai

https://www.promptingguide.ai/research/rag
https://www.promptingguide.ai/research/rag
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Load documents with additional 
context
→ Load event schedule Markdown 
with speakers and talk topics
→ Parse data chunks into vector DB
→ Run query “I'm attending the Open 
Source @ Siemens event this year. Which talks 
can you recommend about community 
onboarding?”

Results quality varies

Demo Step 2 code: 
https://gitlab.com/gitlab-da/use-cases/ai/ai-research
/ollama/ollama-rag-tool-agents-mcp-first-learning-st
eps/-/blob/main/step2_rag_database.py?ref_type=he
ads 

Use case step 2

https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step2_rag_database.py?ref_type=heads
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step2_rag_database.py?ref_type=heads
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step2_rag_database.py?ref_type=heads
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step2_rag_database.py?ref_type=heads
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RAG not enough - tool calling
RAG provides context stored in a chunk 
parsed format.

Additional live data might be necessary, 
e.g. queried from REST APIs.

AI vendors invented “Tool calling .ˮ
→ LLM creates JSON with a command 
executed by infrastructure around it,  
and its output put into context.  

Example: Llama 3.1 natively supports 
tool calling. 

Image generated with Claude 4 Sonnet: “Create a flow chart that illustrates tool calling from LLMs. Use 
high level for a presentation slide. Add an explainer how LLMs create JSON that gets executed “



GitLab Copyright

Use case step 3
RAG embeddings can be outdated, or 
lack metadata for lookups. 

Event schedule queries were unclear. 
More granular and clear data needed.

We need a live tool call against the 
websiteʼs schedule. 

For development, load event data from a 
JSON and expose a local REST API. 

Demo Step 3 code: 
https://gitlab.com/gitlab-da/use-cases/ai/ai-research
/ollama/ollama-rag-tool-agents-mcp-first-learning-st
eps/-/blob/main/step3_tool_calling.py?ref_type=head
s 

Image credit: promptingguide.ai

https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step3_tool_calling.py?ref_type=heads
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step3_tool_calling.py?ref_type=heads
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step3_tool_calling.py?ref_type=heads
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step3_tool_calling.py?ref_type=heads
https://www.promptingguide.ai/research/rag
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Use case step 3
Weʼll create a tool function that queries 
the live website API, and register it to 
the LLM tool calling agent.

Tool call the REST APIʼs JSON including 
metadata matching on “community 
onboardingˮ from the LLM input.

Demo Step 3 code 
https://gitlab.com/gitlab-da/use-cases/ai/ai-research
/ollama/ollama-rag-tool-agents-mcp-first-learning-st
eps/-/blob/main/step3_tool_calling.py?ref_type=head
s 

https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step3_tool_calling.py?ref_type=heads
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step3_tool_calling.py?ref_type=heads
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step3_tool_calling.py?ref_type=heads
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step3_tool_calling.py?ref_type=heads
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AI Agents

The evolution of tool calling
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AI/LLM Agents
When the LLM considers it needs more 
current data to answer the question …

AI agents coordinates tool function calls, 
memory, planning and executes 

Frameworks: 
→ LangGraph by LangChain
→ Codegen by Microsoft
→ CrewAI 

Learning session together at DevOps Camp Nuremberg 2024 – 
agents answering leisure activities. 

Image credit: promptingguide.ai

https://gitlab.com/gitlab-da/use-cases/ai/ai-workshops/gitlab-duo-workflow-ai-agents-devops-camp-2024-10-13
https://www.promptingguide.ai/research/rag
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Use case step 4
Use Agents and frameworks for 
tool calling

→ Provide a tool call against the 
website event schedule API.
→ Use code generation for the 
output format. 
→ Agents analyze schedules and 
respect personal preferences for 
“community onboardingˮ

Demo Step 4 code 
https://gitlab.com/gitlab-da/use-cases/ai/ai-r
esearch/ollama/ollama-rag-tool-agents-mcp-
first-learning-steps/-/blob/main/step4_ai_age
nts.py?ref_type=heads 

https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step4_ai_agents.py?ref_type=heads
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step4_ai_agents.py?ref_type=heads
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step4_ai_agents.py?ref_type=heads
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step4_ai_agents.py?ref_type=heads
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Development of 
Standards
Agents, MCP, A2A
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Model Context Procol - MCP
“MCP is an open protocol that 
standardizes how applications provide 
context to LLMs. Think of MCP like a 
USBC port for AI applications. Just as 
USBC provides a standardized way to 
connect your devices to various 
peripherals and accessories, MCP 
provides a standardized way to connect AI 
models to different data sources and 
tools.ˮ – 
modelcontextprotocol.io/introduction

Originally created by Anthropic, MCP was 
adopted as standard by OpenAI in March 
2025.

Image credit: modelcontextprotocol.io/introduction

http://modelcontextprotocol.io
https://www.reddit.com/r/mcp/comments/1jkjhe1/openai_is_now_supporting_mcp/
https://www.reddit.com/r/mcp/comments/1jkjhe1/openai_is_now_supporting_mcp/
http://modelcontextprotocol.io
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Agent-to-Agent - A2A
“A2A is an open protocol that 
provides a standard way for agents 
to collaborate with each other, 
regardless of the underlying 
framework or vendor.ˮ  – 
googleblog.com 

MCP – data sources for LLMs and 
agents (context, live data)

A2A – communication layer for 
agents (interoperability)

Image credit: googleblog.com 

https://developers.googleblog.com/en/a2a-a-new-era-of-agent-interoperability/
https://developers.googleblog.com/en/a2a-a-new-era-of-agent-interoperability/


GitLab Copyright

Use case step 5
Repeat the agents tool call but refactor it 
into MCP server/client.

1. Get talks by category
2. Analyze details
3. Propose schedule

Demo Step 5 
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/olla
ma/ollama-rag-tool-agents-mcp-first-learning-steps/-/blo
b/main/step5_mcp_server.py?ref_type=heads 

https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step5_mcp_server.py?ref_type=heads
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step5_mcp_server.py?ref_type=heads
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step5_mcp_server.py?ref_type=heads
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Use case step 5
LLMs calling MCP tools: 
get_commendations
analyze_schedule

Schedule for
→ Community Onboarding

MCP helps with granular permission 
models (compliance requirement)

Demo Step 5 
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/oll
ama/ollama-rag-tool-agents-mcp-first-learning-steps/-/
blob/main/step5_mcp_client.py?ref_type=heads 

https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step5_mcp_client.py?ref_type=heads
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step5_mcp_client.py?ref_type=heads
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps/-/blob/main/step5_mcp_client.py?ref_type=heads
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Learning AI 101

Things I wished I knew before, and get 
you started faster
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Make it a habit: Instead of opening a 
browser search, always ask AI chat 
prompts

Treat AI like a human being. Say please 
and thanks. 
→ Makes interaction easier (for me, for 
you too?).

Describe the problem and provide 
context on the environment (a 
programming language, framework, 
build tools, running in the cloud, specific 
security requirements, etc.) 

A conversation …
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Challenge AI outputs. Not 
everything is correct. 

Iterate on outputs and results
→ Output is a formatted markdown 
table. 
→ Follow-up with “Generate a 
JSON parsable output insteadˮ 

Learn complex topics with “Explain 
[...] like I am five.ˮ  

Challenges and creative ideas
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Adopt the STAR model for AI chat 
prompts
Situation – Problem description
Task – Refined idea/iteration
Actions – Steps to solve (optional)
Results – Expected results (e.g. 
output format) 

Build up conversation history as AI 
Context
→ First try did not work, continue 
to iterate and adapt.

Get better outputs
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Book: Prompt Engineering for Generative 
AI, O'Reilly, May 2024
Video: Transformers (how LLMs work) 
explained visually | DL5 
Reddits: /r/ollama /r/LocalLLaMA

My news and technology feed on 
LinkedIn: Ollama, Qdrant, LlamaIndex, 
LangChain, Mistral AI, Anthropic, The 
Pragmatic Engineer, etc.

Tip: Ask AI how LLMs, RAG, generators, 
etc. work.

Learning resources

https://www.oreilly.com/library/view/prompt-engineering-for/9781098153427/
https://www.oreilly.com/library/view/prompt-engineering-for/9781098153427/
https://www.youtube.com/watch?v=wjZofJX0v4M
https://www.youtube.com/watch?v=wjZofJX0v4M
http://www.youtube.com/watch?v=wjZofJX0v4M
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Practical
Use cases
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Personal use case example: Iʼm learning 
neovim and wanted to use Ollamaʼs Chat API. 

Asked Claude how to do it: “I want to connect 
neovim with the Ollama Chat API -- how to 
write a lua script that provides really 
basic input/output functionality?ˮ

New project with lua script and instructions: 
https://gitlab.com/gitlab-da/use-cases/ai/ai-researc
h/ollama/ollama-chat-neovim 

5 minutes learning success moment.

Ollama Chat in neovim

https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-chat-neovim
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-chat-neovim


GitLab Copyright

Painful or boring tasks. 

→ Summarize MR diffs for the 
description.
→ Summarize issue discussions.
→ Automate Code reviews.
→ Debug CI/CD pipelines.
→ Generate documentation.
→ Intelligent Dependency & 
requirements management.
→ Modernize software 
architecture & language standards.

Development: 
Advanced use cases
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AI can help migrate from one 
language to another 🤯 

→ COBOL to Java, Perl to Python, 
C to Rust, … 

Use Chat prompts, optional with 
specific system prompts

Blog: Refactor code into modern languages with 
AI-powered GitLab Duo

Researched working: Language migration

https://about.gitlab.com/blog/2024/08/26/refactor-code-into-modern-languages-with-ai-powered-gitlab-duo/
https://about.gitlab.com/blog/2024/08/26/refactor-code-into-modern-languages-with-ai-powered-gitlab-duo/
http://www.youtube.com/watch?v=pwlDmLQMMPo
http://www.youtube.com/watch?v=03HGhxXg9lw
http://www.youtube.com/watch?v=nf8g2ucqvkI
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Understand 
security vulnerability 
Security incident is going on.
Affects customers running the software.
Hot fix and long term fix is required.

What is a format string vulnerability, 
command injection, timing attack or 
buffer overflow?

Ask AI  Explain this vulnerability: 
CWE-134 and provide a real attack 
example with source code, and a 
proposed fix
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Use case: Open Source contributions
→ Learn and understand the 
projectʼs code base, style guide, 
documentation
→ Find “good first issuesˮ to 
contribute
→ Generate, refactor, fix code
→ Debug and troubleshoot

Practical example: 
contributors.gitlab.com

Join Raimund Hookʼs talk 
tomorrow: “Breaking barriers - 
Community onboarding .ˮ 

http://contributors.gitlab.com
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Use AI to create learning experiences
The talk demos to load an 
event schedule with Ollama, 
RAG, Tools, Agents, MCP in 
Python …

… were generated with 
Claude 4 Sonnet, and then 
refactored with GitLab Duo 
during tests and talk slide 
creation. 
Prompts and code are Open Source: 
https://gitlab.com/gitlab-da/use-cases/ai/
ai-research/ollama/ollama-rag-tool-agent
s-mcp-first-learning-steps  

https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollama/ollama-rag-tool-agents-mcp-first-learning-steps
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Wishlist:
Intelligent AI 
Context
When code is not enough …



GitLab Copyright

Wishlist: Intelligent AI Context
Analyze any source and create a strategy for 

1. Parse different data into chunks
2. Understand code semantics AST
3. Build a dependency tree
4. Fast lookups, caching, high performance
5. Optimized storage
6. Security layers for different access auth
7. Full platform context (issues, MRs, etc.) 

AI Agents, LLMs, RAG, MCP, A2A and Code 
Search, SCM, Plan, DevSecOps platforms 
combined. Photo by Bernard Hermant on Unsplash

https://unsplash.com/@bernardhermant?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
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Knowledge Graphs
Index of source code files (hash trees)

Graph database (neo4j, etc.)

AST parsers – understanding code 
semantics, extracting metadata tags for 
lookups

Code search <> AI Context 

Where: IDE and platform.

Learn from GitLab engineering: 
Knowledge graph epic, One Parser 
(gitlab-code-parser) epic Screenshot from GitLab epic “XRay Graph: Knowledge 

Graph-based Code Intelligenceˮ

https://gitlab.com/groups/gitlab-org/-/epics/16210
https://gitlab.com/groups/gitlab-org/-/epics/16210
https://gitlab.com/groups/gitlab-org/-/epics/17516
https://gitlab.com/groups/gitlab-org/-/epics/17516
https://gitlab.com/groups/gitlab-org/-/epics/16210
https://gitlab.com/groups/gitlab-org/-/epics/16210
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Wishlist:
Agentic AI 
platforms
Next step after agents & 
Interoperability
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Developer experience
Autonomous AI Agents in the background

Chat is one way to interact from a 
“command centerˮ orchestration PoV

Agents can take on autonomous platform 
tasks – e.g. review an MR, automatically fix 
broken CI/CD pipelines, help with 
performance issues.
Interact with existing (auto-discovered) 
APIs.

Image generated with Claude Sonnet 4, “I need a flow chart that 
highlights how to communicate with Agents in a Chat prompt - in the 
UI/IDE, with user instructions/approvals. Maybe also as a UI mockup 
picture.ˮ
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Develop custom MCP servers & agents
Needs: DevSecOps workflows - 
from code to CI/CD to security to 
release

Marketplace with trusted vendors

Libraries / SDKs for DevEx

Secure installation, compliance in 
regulated environments. Prevent 
supply chain attacks from rogue 
MCP servers.
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Learning AI 201

… in the era of Agentic AI
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Think about the most inefficient task … what 
if AI Agents can help?  Letʼs discuss!

Milestones

Assign Issue

Approval

Merge 
Accepted

Release

Epics

Create a merge request

Automated TestPush Code Scan Collaboration & review

Deploy

Issues
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Slides: 
https://dnsmichi.click/learning-ai-101-os-siemens-2025 

GitLab projects: 

→ Learning AI 101 with Ollama, RAG, Tools, Agents, MCP 
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollam
a/ollama-rag-tool-agents-mcp-first-learning-steps 
→ Ollama Chat with neovim: 
https://gitlab.com/gitlab-da/use-cases/ai/ai-research/ollam
a/ollama-chat-neovim 

Resources

Connect on 
LinkedIn: 
/in/dnsmichi 
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