CNOE & Siemens’ One Software
Engineering System

Standardizing with the community
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Why One Software Engineering System?

Security

Reliability
Remaining
capacity for
innovation
Performance

Regionalization
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We need to implement security controls
and prepare for an audit ...

We need to ensure a 99,95%
uptime of our services ...

We need to ensure a
response time <100ms ...

=

We need to deploy this to
Europe, U.S. and Asia ...

Your Dev Team

SIEMENS



CNOE: Siemens is not alone with this challenge
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Common OSS Foundation
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kubernetes Ofgo BaC kStage

Container runtime + GitOps Engine Developer Portal
Universal control plane
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CNe=

Q. Search

A Home

B APIs

|_E Docs

@ Create...

@ Tech Radar

Available Templates

Q Search

Templates

PERSONAL

% Starred 0 th AWS resources

CNOE
Adds a Go application with AWS resources
All 3
°
CATEGORIES =

Creates a Basic Kubernetes Deployment

b4 4

kflow with a Spark Job

Creates a Basic Kubernetes Deployment
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Siemens using CNOE for OSES

The Siemens Xcelerator frame architecture provides a common framework
across all businesses

Siemens Foundational Services provide a set of e T =
services for development of modern, flexible, open Cum s 19V opcnn P et
and cybersecure SaaS and Edge Applications.

They are sorted in 5 pillars

Developer Experience & User Experience (UX)
App Services / PBCs Integration and Connectivity Services | 23

Core Services

Pillar 0: Development & Runtime Infrastructure
Pillar 1. Core Services

Pillar 2: Integration and Connectivity Infrastructure
Pillar 3; App Services

Pillar 4: Developer Experience and UX

Development and Runtime Infrastructure

S = @

Infrastructure (incl. Cloud, Edge, On-Premise)

OSES is using off-the-shelf technology as well as
Pillar 0 and Pillar 4 foundational services to define
one software engineering system for Siemens while
closely collaborating with other CNOE members
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Example: Infrastructure rollout using foundational services

Gitlab Group + Infrastructure-as-code
and demo app using Foundational Services

Backstage \ ’

Template in internal

nan

(

developer portal:
Continent
Region Automatic provisioning of infrastructure as Cl/CD Roles
Provider code resources Via control plane and Permissions

Synchronization

¥ O 6

Rancher Shared k8s ArgoCD Harbor Container Keycloak
cluster GitOps Registry
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Example: code.siemens.com/to-do-product

Infrastructure Definition for to-do-product

TL;DR: This repository creates a set of shared services (Kubernetes namespaces on a shared cluster, container registry,
and ArgoCD) for your development team.

5 Note: After the pipeline completes, you will find the list of provisioned resources in the
@ infrastructure.md file.

We also generate a Backstage catalog entry for you.

B Catalog Info: (note: this is generated asynchronously)

e to-do-product Backstage Domain
e to-do-product Backstage Infrastructure System
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CI/CD Pipeline Infrastructure

Igor Milovanovi¢ created pipeline for commit ‘el6c9bbe [ 3 days ago, finished 3 days ago

For main

€0 3 jobs (¥ 29 seconds, queued for 8 seconds

Pipeline Jobse Tests@

Group jobs by = Stage RULINCERENGELEEEE Show dependencies

xorcery:apply = version = release
build &~ version release

Q

Page 9 Unrestricted | © Siemens 2025 | Greg Haynes, Igor Milovanovic SI E M E N S



Provisioned Resources

Infrastructure Configuration

These are the access URLs and configuration settings for the infrastructure. The access rights to the infrastructure are synchronized with the access rights on this GitLab

group.

Infrastructure URLs
Environment Cloud

Provider

STAGE AWS
DEV AWS
DEV AWS
STAGE AWS
HARBOR N/A

Region

= US

= US

= US
= US

= US

Service

us-aws-to-do-product-rancher-
cluster

us-aws-to-do-product-rancher-
cluster

us-aws-to-do-product-argocd
us-aws-to-do-product-argocd

us-to-do-product-harbor-project
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URL

https://k8s.ga.us

https://k8s.ga.us-

https://argocd
https://argocd

https://harbol

ns.com/dashboard/c/c-fv7cc

siemens.com/dashboard/c/c-fv7cc

.kaas.sws.siemens.com

kaas.sws.siemens.com

1.kaas.sws.siemens.com/harbor/projects/11067

SIEMENS



Catalog Entry in Backstage

Catalog Graph

system:to-do-product-infrastructure

= FILTERS

MAX DEPTH

KINDS

API (0
Component £
Domain & v

& to-do-product
Group & +5 hasPart / partO

RELATIONS 2 Igor Milovanovic
ownerOf / ownedBy

ownerOf )

ownedBy )

consumesApi () v
apiConsume... &)

+10
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=9 to-do-product-infrastructure

hasPart / partOf

asPart / partOf

hasPart / partOf

hasPart / partOf

hasPart / partOf

© SsupPPORT

= dev-us-aws-to-do-product-argocd

dev-us-aws-to-do-product-rancher-cluster

harbor-us-to-do-product-harbor-project

= stage-us-aws-to-do-product-argocd

stage-us-aws-to-do-product-rancher-cluster
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Calls to action, learn more

Adopt & Discover (internally)

 Start using the OSES
developer portal internally

» Experiment with CNOE and
the industry standard OSS
stacks it creates

Contribute / Inner-source

 OSES development is
transparent and inner-
source.

* Increase code discovery and
inner-source with
standardized toolchain.
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https://cnoe.io/
https://github.com/cnoe-io
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