
The Rise of Open Source 

LLMs

Exploring the open-source Large Language Model (LLM)

ecosystem on the code.siemens.com infrastructure

Fabio Huser & Dr. Ercan Uçan - on behalf of the code team
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Who we are
Quick overview on code.siemens.com,

serving thousands of developers,

enabling and building communities
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code.siemens.com - For developers, from developers

Core features (GitLab CE)

• Collaboration on 

Code (version control, 

merge requests, issue 

tracker, wiki, social coding)

• CI/CD with shared Linux 

Windows and Mac runners, 

or bring your own

• Pages hosting (e.g., docs)

• Container and Package 

Registry

Ecosystem

• Collaboration with business 

partners possible

• Continuous security scans

• Core APIs available for 

everyone, e.g. llm

• Open & Inner 

Source management

• Inner Source Tax 

Transfers, Export Control

• docs-theme (1900 re-uses)

Ongoing Topics

❑ Security guidance

❑ Open Source contributions

❑ AI assistants (platform, IDE)

• High confidentiality rating

• > 70k users, 79 countries

• > 300k builds / day

• Pure Open Source

DevOps and developer enablement for Open Source, Inner Source and Closed Source

A vibrant community - users get answers in less than an hour
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Why?
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Advantages of open source LLMs in-house
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• All data stays internal, highest confidentiality rating LLM.

• Cost-effective (no license/subscription fees).

• Customizability (in-house code usage) and control.

• Context-based answers about code and documentation.

• The same ecosystem code.siemens.com developers are used to.

• Open source LLMs are catching up.



Open Source LLMs are catching up

Source: Cathy Wood, ARK Invest https://twitter.com/CathieDWood/status/1735136182651027952

"Open Source LLMs are about 6 months behind the commercial LLMs" , Arthur Mensch (CEO Mistral)

Less than 50% of

the evaluated models 

are Proprietary

on the Leaderboard

of the LMSYS Chatbot Arena.

March 7th, 2024

The hyper-scalers are 

nowadays also offering

Open Source models such as 

Mistral.
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https://twitter.com/CathieDWood/status/1735136182651027952
https://www.youtube.com/watch?v=w1NfEUseb74
https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard
https://lmsys.org/


In-house LLM APIs
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code.siemens.com AI enabled services on AWS

Current setup - all based on Open Source and Inner Source

Kong

LLM Proxy

IDE plugin continue.dev

(like GitHub Copilot)

worker

LLM LLM

worker

Sustainable AI (solar power, lake cooling) at HQ Zug

worker

LLM

code.siemens.com

@code-ai 

bot

Siemens code context

Chat bot

mention

@code-ai

self developed

apps and tools
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• vLLM: https://github.com/vllm-project/vllm

• LiteLLM: https://github.com/BerriAI/litellm

• Kong: https://github.com/Kong/kong

• OpenAI compatible API endpoints

https://github.com/vllm-project/vllm
https://github.com/BerriAI/litellm
https://github.com/Kong/kong


Easy Self-Service, Get API key, Configure IDE, use it

• Users get started in less than 5 minutes.

• All data stays within Siemens.

• Open Source IDE plugin continue.dev (Apache-2.0).

https://blog.siemens.com/2024/04/open-source-llms-for-everyone/

Next

• Tab completion.

• Siemens context 

provider within IDE.
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https://blog.siemens.com/2024/04/open-source-llms-for-everyone/


Usage via VSCode IDE integration 

(continue.dev)
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Continue.dev – open-source Visual Studio Code (VS Code) integration
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Usage via local UI (Chatbox)
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Chatbox

• Easily configured for usage with 

code.siemens.com LLM offerings.

• You can select models and personas (i.e., 

profiles).

• Open Source on GitHub:

  https://github.com/Bin-Huang/chatbox
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https://github.com/Bin-Huang/chatbox


Usage with code-ai bot
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Code-AI bot
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Current Functionality:

• summary: summarize changes in Merge Requests.

• ci-failure: identifies root cause for failed pipeline.

• clean-code: clean code suggestions (community contribution).

• discussion-summary: summarize the discussions in the issue or merge request.

Next Topics: Unit test creation, Secure coding analysis.



Usage via RAG with context
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RAG: Retrieval Augment Generation with context (code.siemens.com)

LangChain: https://python.langchain.com/docs/use_cases/question_answering/

- Ingested with code.siemens.com documentation, various inner source project code samples.
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Ingest Retrieve

https://python.langchain.com/docs/use_cases/question_answering/


RAG: Chat bot with Siemens context

Retrieval Augmented Generation (RAG)

• Initial implementation in a hackathon

• Now in production and within testing phase
•

Upcoming features:

• Projects on code.siemens.com use it with their context.

• Selection of context based on permissions.
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Legal Aspects
Copyright, The Stack
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LLM based on 

The Stack 

Data Set

Machine 

generated 

content

input

Within Stack?

As we know the dataset used to train the 

LLM, we can easily check for copies from 

The Stack and plagiarism.

E.g., scan automatically and notify user.

The Stack v2 (67.5 TB) was released February 28th StarCoder2 is based on The Stack v2
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How can we avoid code from a dataset ending up within our code?



Sustainable AI
On-prem Hardware

(Future work)
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Server room within the R&D center

Sustainability, in-house knowledge, climate-neutral AI in the long run
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“Companies with serious 

plans for AI have

the GPUs and the knowledge 

in-house.”

• Typical AI offerings charge per in- and outbound tokens -> expensive

• Amortization of a physical machine vs. AWS g5 ~ 3-4 months



Feedback from the community
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Contact
• opensource.siemens.com

• Fabio Huser: fabio.huser@siemens.com

• Dr. Ercan Uçan: ercan.ucan@siemens.com
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mailto:fabio.huser@siemens.com
mailto:ercan.ucan@siemens.com


Backup slides
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Integration into internal crash reporting
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API usage for all possible applications – demo with Bruno (API Client)
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Sustainability, in house knowledge
climate-neutral AI in the long run

“Companies with serious plans for AI have

the GPUs and the knowledge in-house.”

• Typical offerings charge per inbound and outbound tokens, which is more 

expensive, and we have no influence if we reach limits.

Example cost calculation
• AWS g5.12xlarge (4 x 24 GB GPU)

• 192 GB GPU  = ~ $ 122.640 / year

• Physical AIME machine

• 192 GB GPU  = ~ € 42.149 / one time

• Amortization for a physical machine is ~ 3/4 months

Estimate: GitHub Copilot IDE plugin vs. GPU on prem

• Serving 1000 developers with a 192GB machine for 3 years

• ~ €1.38 / month

3.2 kW max
6.5 kW max
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